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ARTIFICIAL INTELLIGENCE

Slow Thinking Fast: How AI Trumped Human
Bias

by Tina Shah Paikeday

The paradox that AI cannot only accelerate human bias but also overcome it is

illustrated with research based insights.
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Humans are naturally wired to use unconscious thinking for purposes of survival, but this

type of human bias can be problematic in decision-making contexts like employment and

criminal justice where fairness is required by law. Solving the problem of decision-making

bias has been difficult, resulting in an ongoing national debate on diversity versus

excellence, which are assumed to be mutually exclusive. The accelerated adoption of AI

has made the problem worse by perpetuating bias systematically, but an interesting

paradox is that AI also solves the problem of human bias by mimicking conscious thinking.

A board search experiment was conducted to test this paradox and illustrates how AI

trumped human bias when it was debiased by design, enabling a shift from fast unconscious

decision-making to slow conscious decision-making. The use of AI also increased sourcing

speed and candidate slate diversity, with these combined effects resulting in slow thinking

fast. AI as a bias disruptor is compelling because it addresses the national debate on

diversity versus excellence by providing both at the same time.
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The Fairness Dilemma

The problem of bias in decision-making is a hard one to solve and has resulted in a great

national debate over diversity versus excellence, two constructs which have been pitted

against each other in a fairness dilemma. Most Americans seem to agree that fairness is an

important ideal — in a country where due process and justice for all are embedded into the

fabric of the nation and its Constitution. However, when it comes to defining “fairness,” in
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the context of college admissions, workforce hiring and promotions, and other areas,

strong disagreements emerge. The dilemma is over whether fairness standards should

apply to the starting line with fair opportunity, or to the finish line with fair outcomes.

Public sentiment has swung like a pendulum since 2020. The year 2023 was pivotal when

the Supreme Court banned the use of race and ethnicity as a criterion in college and

university admissions. The aftermath of litigation and related threats led to extreme

caution in the corporate sector. Companies dialed back employee and supplier diversity

programs that conferred preferential treatment on certain groups, and inclusion training

was met with backlash.

It was only three years earlier in 2020 that George Floyd had been tragically murdered,

reinvigorating the Black Lives Matters movement. Corporations had made large

commitments to setting equitable representation targets to mirror their communities,

achieving them through related diversity programs to level the playing field for historically

under-represented groups, and training their workforces on inclusion skills to mitigate

bias. Achieving higher levels of racial diversity in executive roles was a particularly tall

order since all racial minorities were woefully under-represented in the senior most roles

of corporate America.

Driven by client demand for diverse slates at that time, the executive search industry

adopted procedural fairness practices for the search process. These practices, for example,

included calibrating “must have” job requirements to attract a wider pool, sourcing

beyond existing networks to expand the pool, and consistently screening based on

transparent skills criteria to reduce human bias such as like similarity attraction. The

most challenging aspect of scaling these practices was building human capability to

deliver them.

By 2023, the prevailing sentiment began to swing in the other direction. Although the fifth

circuit upheld NASDAQ board diversity reporting requirement when challenged in 2023, it

was dismantled by 2024. Monday, January 20, 2025, was ironically both Martin Luther

King Day and the presidential inauguration. In response to an executive order earlier this

year, many diversity, equity & inclusion (DEI) programs have been dismantled and DEI

functions divested.



AI Garbage & Hallucination

Meanwhile, Silicon Valley is experiencing yet another period of great innovation, the AI

revolution. However, notable examples have demonstrated how AI can perpetuate human

bias including in facial recognition (Buolamwini & Gebru, 2018). AI bias results from

garbage in, garbage out data and algorithmic hallucination. Garbage in, garbage out means

that biased data inputs will lead to biased data outputs (Ozminkowski, 2021), while

algorithms hallucinate when they generate unsubstantiated content that appears factual

(Tonmoy et al, 2024). AI can hallucinate, for example, when AI inaccurately weighs

information caused by unbalanced datasets and provides inaccurate answers which

appear substantiated (Tonmoy et al, 2024).

The current approach to AI data and algorithmic bias is policing. The European Union (EU)

AI Act bans the use of AI in some cases and fines other high-risk areas while US laws are

evolving state-by-state (Li, 2024). These laws assume human bias will be built into AI

algorithms and datasets without compliance measures for data reporting transparency

and accountability audits (Shams et al, 2023). However, other contexts have demonstrated

that it is hard to police human bias. For example, US workplaces have invested $8 billion

annually (Kirkland & Bohnet, 2017) in an attempt to mitigate bias through mandatory

unconscious bias training that has largely proven to be unsuccessful (Dobbin & Kalev,

2016).

In human resource management (HRM), process-based bias mitigation is more fruitful

than individual bias mitigation (Storm et al, 2023). Algorithms like AI which use systemic

procedures have the potential to reduce noise (Highhouse & Brooks, 2023) and mitigate

bias in hiring decisions through consistent application (Polli, 2019). Some AI tools skip

important steps in the sequence of identifying job requirements, must have skills,

standard assessment methods, and consistent combination of these assessments. In such

cases, AI can perpetuate human bias in decision-making (Tippins et al, 2021).



Slow Thinking Fast

On the other hand, the debiasing power of AI is explained by dual process decision-making

theory. Humans can move from system one or “fast thinking” which is unconscious and

often emotion driven to system two or “slow thinking” which is conscious, and logic driven

(Kahneman, 2011, p. 13).

Because of time limitations humans often use heuristics-based mental shortcuts vs. an

evidence-based process that is critical to use in important decisions like employment. In

the context of employment decisions, a structured and consistent approach to evaluating

candidates against a rubric can reduce bias in decision-making by humans who are prone

to many types of errors even as experts (Highhouse & Brooks, 2023; Kuncel et al, 2013).

AI has similar potential to structure decision-making in recruiting contexts (Tippins et al,

2021). It can be used to screen resumes and score all applicants against the same criteria

thereby reducing bias (Polli, 2019). The processing power of machines allows AI to achieve

these results faster than humans, thus enabling slow thinking fast.

A Pilot Experiment

Given the potential for AI to have opposite effects on bias, a pilot experiment was

conducted over the fourth quarter of 2024 to test two AI policies, one that was debiased by

design and another with human bias embedded into data and algorithms. Participants

conducted a board search for a NASDAQ listed high growth tech company which was keen

on governing the ethical and responsible use of AI to avoid disparate impact.

Expanding Pool Diversity

Interestingly, the use of AI yielded higher levels of diversity across a combination of

gender, race, ethnicity, and sexual orientation demographics when compared to the

manual filtering of a traditional database of sitting board directors with no AI. One

explanation for expanded slate diversity is that AI uses the power of machines to discover



new talent pools more efficiently. AI expanded the pool by adding both diversity data from

up-to-date sources such as self-identification in publications and the ability to filter profile

data on relevant operating experience beyond board credentials.

Ozzie Mezza, President & CEO of Latino Corporate Directors, shared how AI contributes to

the expansion of talent pools, “AI has revolutionized the way we discover talent by moving

beyond traditional networks and personal connections. These tools have the unique ability

to quickly and efficiently uncover leaders from untapped networks and backgrounds,

breaking free from outdated markers like ‘Latino-sounding’ names or other obvious

identifiers. With AI, we are able to identify individuals who might otherwise remain

unseen, opening the door to a richer, more inclusive talent pool that is essential for

fostering innovation and long-term growth.”

Increasing Search Productivity

AI also enabled generation of longer candidate lists during a given period of time. This

productivity benefit was driven by the power of a machine to collect and process

information faster. For example, AI can enable gathering up-to-date information more

quickly using automated processes relative to more manual processes to periodically

update traditional databases. AI also enables filtering information faster relative to human

processing of the same volume of information. However, when AI used natural language

query to draw upon datasets that were vast yet unstructured, it came at the cost of yielding

the lowest levels of slate competency.

Achieving Higher Quality

On the other hand, AI mitigated data and algorithmic bias when it drew upon datasets that

were comprehensive and structured and used evidence-based matching of profile data to

job specifications. The deliberate collection and use of a comprehensive and structured

database enabled the inclusion of profiles beyond those with large digital footprints.

Filtering profiles with scoring rubrics also reduces human reliance on mental shortcuts

including use of title, school, or company as a proxy for skills with limited time to screen

resumes. This type of structured evaluation also helps to reduce errors in scoring that can



result from things like stress which we are all prone to, even as selection experts. The

outcomes relative to the traditional database approach were expanded demographic

diversity and higher competency ratings at a faster rate.

Karen Greenbaum, Founder & CEO of KBG Strategic Solutions, who previously led the

Association of Executive Search & Leadership Consultants said, “It is critical to use AI as a

tool to support human decision-making, not replace it. AI can help reduce bias by applying

the same criteria to all candidates, resulting in a longer and more diverse list of qualified

individuals. AI has the potential to improve research and ensure consistency in candidate

selection, ultimately helping to identify a diverse range of qualified individuals based on

set criteria. The human element is crucial in interpreting AI results and making nuanced

decisions based on the broader context, such as company culture or leadership needs.”

Practical Benefits

Indeed, corporations have spent billions of dollars on leadership and culture training

intended to teach humans to mitigate their biases, to no avail. After all, humans were

designed with bias as a survival mechanism, and the human brain has limited ability for

conscious processing of information. The practical benefits of AI as a bias interrupter

include systematic fairness, scalability, higher productivity, and efficiency.

Unconscious bias training could be replaced with AI powered talent tools that achieve both

higher quality and diversity. In addition to systematic fairness, these technology-based

solutions are scalable across large organizations including departments, functions, and

regions around the world. Such tools also enable higher levels of productivity because AI

has a faster processing speed than the human brain. These combined effectiveness and

productivity benefits will also lead to increased efficiency in bias reduction.

AI as a bias interrupter can exponentially impact the reduction of bias in critical contexts

of employment, consumer, and criminal justice. An approach to fairness that is widely

accepted has the added benefit of addressing the country’s debate on diversity versus

excellence by delivering both together.
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